
● Implicit communication refers to communication which does not require an 
explicit communicative act. 

● Gaze direction is a powerful cue for implicit communication.
○ Gaze reveals what the viewer is paying attention to. The viewer does not 

need to look at an object with the intention of communicating, but an 
observer can look to their face and identify where they are looking [1].

○ For example, our lab has previously validated gaze’s importance in 
coordinating passing behaviors in hallways [3].

● It is often difficult to interpret the gaze of a 3D-rendered virtual agent on a 
computer monitor [2]. This is often referred to as the Mona Lisa effect, named 
for the fact that it always looks like the Mona Lisa painting is looking at the 
observer. This effect has also been used in film to create ambiguous gaze.

● This experiment investigates this by conducting a study on the gaze 
interpretation across various agents -- 3D, 2D, and VR.
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● Participants are asked to view an agent in person, on a monitor and in virtual 
reality and asked to identify what target the agent is focusing its gaze on

● The following target design is used to measure the distance between the true 
gaze of an agent and a user’s perception of the gaze, seen in Figure 1
○ Designed a square target with differing levels of granularity.
○ Each level of granularity is subdivided into four quadrants; it is first 

distinguished by color, then letter, then number. 
● 3 conditions:

○ Monitor: A 3D-rendered robot head in Unity produces a gaze into the 
physical world, where the virtual head is optimally placed such that it is the 
same size on the monitor as a physical head would appear from the 
perspective of the viewer.

○ VR: Using the same setup as above, an identical condition is reproduced 
in virtual reality, where the participant is able to perceive depth.

○ Person: A human produces a gaze into the physical world to provide a 
baseline for an interaction between two physical agents.

● For each condition, gazes are produced at 3 varying distances (tabletop, 
medium, and far) for targets on the left- and right-hand side of the participant, 
seen in Figure 4.

● We recruited 7 participants from the BWI Lab,, as we were unable to
recruit participants due to COVID-19 restrictions.
○ Each participant completed 30 trials per condition.

● An accurately modeled gaze algorithm which exhibits ocular vergence - 
where if, for each eye, a ray was taken from the center of the pupil of the 
robot head, the rays would intersect at the target the eyes are focusing on. 

● This study uses a methodology to characterize the loss of gaze accuracy at 
various granularities and distances in people, 3D-rendered robot heads, and 
virtual reality

● Contrary to the Mona Lisa effect, we show that there is little to no loss in  
gaze accuracy between the rendered head and other agents. 

● Future Work:
○ Recently, we have built a mathematical model of when we expect for the 

Mona Lisa Effect to arise. 
○ We can model two renderedrobot heads in which the eyes appear to be 

looking at the same point, but are looking at different points due to a 
combination of the magnification of the camera's lens and the range at 
which the head is placed. This introduces ambiguity in where a virtual 
agent is looking. 

○ We plan to redo this experiment by intentionally introducing this ambiguity 
to see if there is a difference in gaze interpretation.

Do you see what I see? Gaze understanding in 
people, 3D-rendered robot heads, and virtual reality
Akash Singh, Abrar Anwar, Justin Hart

Figure 2. (top left, top right, bottom) the 3D-rendered robot head, human, and 
head in virtual reality, respectively, produces gazes onto the targets on the 
tabletop. The participant identifies where each agent type is focusing  their gaze 
and records it onto the appropriate input interface. 

Figure 3. Average error distances across targets of varying distance and 
granularity in different conditions. Error distance is defined as the distance 
between the cell selected by the user and the cell which the agent was looking 
at. These results indicate that as distance increases and granularity gets finer, 
the error increases. Moreover, across the different conditions, we achieved a 
similar gaze accuracy. This is contrary to the Mona Lisa effect which expects a 
worse performance on virtual agents

Figure 4. (left) The tabletop target is shown on the bottom, and the two targets 
above are the left/right medium distance targets located 2.5 meters away. (right) 
The far target located 5 meters away from the participant is shown. The agent 
makes a gaze at one of these targets at the various granularities (color, letter, 
and number), and the participant identifies the location which the agent is 
looking at. 

Figure 1. The design of the target consists of 
three levels of granularity. Each level of 
granularity is subdivided into four quadrants; it 
is first distinguished by color, then letter, then 
number. For example, the (Red, C, 3) refers to 
the number granularity, while (Red, C) is in the 
letter granularity.  
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